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A Compressibility-Based Clustering Algorithm for
Hierarchical Compressive Data Gathering
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Abstract— Data gathering in wireless sensor networks (WSNs)
is one of the major sources for power consumption. Compression
is often employed to reduce the number of packet transmissions
required for data gathering. However, conventional data com-
pression techniques can introduce heavy in-node computation,
and thus, the use of compressive sensing (CS) for WSN data
gathering has recently attracted growing attention. Among exist-
ing CS-based data gathering approaches, hierarchical compres-
sive data gathering (HCDG) methods currently offer the most
transmission-efficient architectures. When employing HCDG,
clustering algorithms can affect the number of data transmis-
sions. Most existing HCDG works use the random clustering
(RC) method as a clustering algorithm, which can produce
significant number of transmissions in some cases. In this paper,
we present a compressibility-based clustering algorithm (CBCA)
for HCDG. In CBCA, the network topology is first converted
into a logical chain, similar to the idea proposed in PEGASIS [1],
and then the spatial correlation of the cluster nodes’ readings
are employed for CS. We show that CBCA requires significantly
less data transmission than the RC method with a little recovery
accuracy loss. We also identify optimal parameters of CBCA
via mathematical analysis and validate them by simulation.
Finally, we used water level data collected from a real-world
flood inundation monitoring system to drive our simulation
experiments and showed the effectiveness of CBCA.

Index Terms— Wireless sensor network, data gathering,
compressive sensing, clustering algorithm.

I. INTRODUCTION

MOST wireless sensor networks (WSNs) are battery
powered. Hence, energy consumption constitutes a cru-

cial issue in relation to WSNs. Wireless transmission is a major
contributor to power consumption in every sensor node [2].
Data gathering serves as one of the main functions of sensor
networks, and it introduces considerable wireless transmission
overhead. For this reason, minimizing the amount of wireless
transmissions in data gathering is a direct way to reduce energy
consumption in a sensor network.

Raw Data Gathering (RDG) is the conventional methodol-
ogy that is used for data gathering [3]–[7] in sensor networks.
Each node transmits raw data to the sink over multi-hop with-
out compression. As shown in Figure 1, xi , i = 1, 2, . . . , n,
is the data sensed at each node. Node S1 transmits x1 to S2
and S2 transmits x2 and relayed x1 to S3, etc. By the end
of the route, Sn transmits all n data readings to the sink.
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Fig. 1. Raw data gathering.

Fig. 2. The CS compression formula.

RDG typically involves O(n2) data transmission. As wireless
transmission is the major contributor to power consumption
in every sensor node, data compression is the obvious way to
reduce data transmission. However, conventional compression
techniques [8]–[10] generally require explicit data communi-
cation between sensors and often introduce significant in-node
computation and control overhead [11].

The Compressive Sensing (CS) [12]–[14] has been recently
proposed for data gathering in sensor networks [15]. The
data compression of CS is “light-weight” and can be applied
right after Analog-to-Digital Converter (ADC) at the sensor,
while the decompression is usually computation-intensive.
In the context of WSNs, the decompression of CS normally
performed at the sink node which is often a full-fledged
machine with good computing power. The basic ideas of CS
are as follow. Assuming that x = [x1, x2, . . . , xn] denote a set
of sensor reading from n nodes, as shown in Figure 2, if raw
data x is sparse [2], we can multiply a compression matrix
ϕ by x to obtain y which is theoretically has less number of
entries (i.e. M) than x’s (i.e. n) but include most information
of x (so that x can be recovered back from y at the sink node).

Compressive Data Gathering (CDG) [11] was the first
method proposed for applying CS theory for data aggregation
in a tree topology. The number of data transmissions using
CDG methods are generally close to O(Mn), where M is
the size of compressed data and M � n. However, for
nodes close to the leaf, the number of data transmissions
in CDG are actually more than that in the traditional RDG
(as discussed in Figure 5 later). To alleviate this problem,

1558-1748 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



LAN AND WEI: CBCA FOR HCDG 2551

the Hybrid CS Aggregation (HCS) [16]–[18] methods were
proposed, in which nodes close to the leaf implement RDG
and the remaining nodes implement CDG. As a result, HCS
can reduce the number of transmissions to (hn). Here h is
a function of the percentage of leaf nodes in the network
and h ≤ M . Given that h can still be large for a large-
scale network, Hierarchical CDG (HCDG) [19], [20] was then
proposed by decomposing the network into several clusters
in order to have a bounded h. In every cluster, HCDG uses
a smaller compression matrix ϕi to replace the original ϕ.
HCDG can further reduce the number of transmissions to
O(Mi n), where Mi is a function of cluster size and generally
Mi ≤ E[h].

The number of transmissions in HCDG is a function of
the average compression ratio of the clusters; therefore, the
clustering algorithm can significantly affect the performance
of HCDG. Existing HCDG studies randomly choose the size
of the cluster and each cluster has the same size; here, we
refer to this approach as the Random Clustering (RC) method.
RC does not consider the compressibility of each cluster, and
thus the average compression ratio of each cluster could be
unbounded. In this paper, we propose a Compressibility-Based
Clustering Algorithm (CBCA). In CBCA, the network is first
converted into a logical chain, similar to the idea proposed in
PEGASIS [1], and then sensor nodes are grouped based on
the compressibility of their readings on top of this chain. For
this reason, the CBCA requires less number of transmissions
than the RC method. In our experiments, the recovery quality
levels at the sink node can maintain a Percentage Root-mean
squared Distortion (PRD) of less than 5% with an average
compression ratio around 40% when CBCA is used.

The remainder of this paper is structured as follows.
In section II, we discuss related works. We describe our
methodology in section III. The simulation experiment results
are shown in section IV. Finally, we conclude this paper
in section V. In Appendix, we show how we determine the
optimal CBCA parameters via mathematical analysis.

II. RELATED WORK

In this section, we first introduce the concept of sparsity and
compressive sensing (CS). We then describe the basic ideas of
CDG, HCS and HCDG.

A. Sparsity

Sparsity is a vital prerequisite for data compression, and
it expresses “compressibility” of a signal. Numerous natural
signals are compressible in the sense that they have con-
cise representations when expressed properly [12]. We gen-
erally consider that “a vector x ∈ R

n is K−sparse” if
∃ψi s an invetible matri x s.t ‖ψx‖0 ≤ K , or we can say
that “the sparsity of x is K .”. That is, most of the information
aboutxcan be preserved by K components in ψx . Note that
few real-world signals are truly sparse. Therefore, here we
use an alternative definition of sparsity [21] which considers
“a vector x ∈ R

n is K−sparse if |ψx | has K elements
greater than a sparse threshold ε, where ε ∼= 0”. Compressive
Sensing (CS) is a non-adaptive compression method that

Fig. 3. Compressive data gathering.

assumes the sparsity of the raw data. More specifically, in CS,
when a one-dimensional signal x ∈ Rn is K−sparse in ψ
and K � n, the following compression strategy [22]–[24] can
be realized (intuitively, the sparse threshold ε will affect the
compression ratio and recovery accuracy in CS).

Encoder : y = ϕx, ϕ ∈ R
M∗n

Decoder : min
∥
∥ẑ
∥
∥

0 s.t ϕψH ẑ = y

x̂ = ψH ẑ

B. Compressive Data Gathering

The Compressed Data Gathering (CDG) [11] was the first
method proposed for applying CS theories to data aggregation
in a sensor network, as shown in Figure 3. We let x =
[x1, x2, . . . , xn] denote sensor readings collected by nodes
and assume that vi = xiϕ:i (ϕ:i is the i th column of the
compression matrix ϕ in Figure 2). Here let’s define the Fi

as “fused-data of node Si ” which is the summation of vi and
all Si ’s children’s F . If Si is a leaf node, then Fi = vi . For
example, F3 = x1ϕ:1 + x2ϕ:2 + x3ϕ:3 in Figure 3.

The CDG method involves four steps.
1. Every node Si calculates its vi and Fi .
2. Si transmits Fi to its upstream parent. Not that, as

compared to traditional data gathering methods in which
a node only sends raw data (i.e. xi ) , the transmission
size at the leaf node increases from 1-tuple to M-tuple
(here we assume that the size of each sensor reading
take up 1-tuple), as shown in Figure 4.

3. The parent node receives all its children’s Fand calculate
its own F and then forward to its upstream node.

4. Step 3 is repeated until the root node is reached and
then y = ∑n

k=1 xkϕ:kvk can be calculated, as shown
in Figure 4.

The root node will then use y and ϕ to reconstruct x̂ . The
transmission overhead of CDG is generally close to O(Mn).
One obvious drawback of this approach is that, for nodes close
to the leaf, they are required to send more than what they do
in the traditional RDG [3]–[7].

C. Hybrid CS Aggregation

Hybrid CS Aggregation (HCS) [11], [16], [17] was proposed
as an improvement of CDG, as shown in Figure 5. The
idea behind HCS is the “delayed-fusion” principle, in which
the node only uses CDG if the size of aggregated data is
larger than M . Otherwise, RDG is applied. The transmission
overhead of HCS is close to O (hn), where h ≤ M and h is
a function of M .
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Fig. 4. Applying CDG for a tree topology.

Fig. 5. Differences between CDG and HCS (assuming M = 5).

D. Hierarchical Compressive Data Gathering

Given that overhead of HCS can still be quite
significant for a large-scale network [19], Hierarchical
CDG (HCDG) [18], [19] was proposed. HCDG employs a
hierarchical architecture (depicted in Figure 6) by dividing a
network into several clusters. A smaller compression matrix
ϕi ∈ RMi ∗ni is used in each cluster to replace the original
ϕ (ni is the i th cluster size; Mi is a function of Ki which
is the sparsity of the i th cluster) used in HCS. Every cluster
head collects data via intra-cluster CDG and relays it toward
the sink. Based on HCDG, Ruitao Xie et al. proposed a
clustering method [18] in which sensor nodes are randomly
formed into clusters of a fixed size. Xi Xu et al. proposed a
multiple level gathering strategy [19]. At each level, nodes
of a fixed size are randomly grouped. These approaches,
however, did not consider properties of collected data in
a cluster. More specifically, if the collected sensor reading
set is not compressible, the intra-cluster CDG might not be
effective.

In this work, we propose a Compressibility-Based Cluster-
ing Algorithm (CBCA) for HCDG. In CBCA, the network
topology is first converted into a logical chain, similar to the
idea proposed in PEGASIS [1], and then a greedy clustering
algorithm is implemented on top of this chain to minimize
the average compression ratio (which is defined below) of all
clusters.

Fig. 6. Hierarchical Compressive Data Gathering (the dashed lines denote
multi- hop transmissions from cluster heads to the sink).

Fig. 7. (a) A chain topology (b) Leader node selection in PEGASIS.

PEGASIS is a RDG-based method which aims to increase
the life time of a sensor network. The main idea in PEGASIS
is for each node to receive from and transmit to close neigh-
bors and take turns being the leader for transmission to the
sink. This approach will distribute the energy load evenly
among the sensor nodes in the network. In PEGASIS, the
nodes will be first organized to form a chain, which can be
accomplished using a greedy algorithm starting from some
node. To construct the chain, PEGASIS starts with the furthest
node from the sink in order to make sure that nodes farther
from the sink have close neighbors, as in the greedy algorithm
the neighbor distances will increase gradually since nodes
already on the chain cannot be revisited, as the example shown
in Figure 7(a). For gathering data in each round, each node
receives data from one neighbor, fuses with its own data,
and transmits to the other neighbor on the chain. Nodes take
turns to become the leader for transmitting the aggregated
data to the sink. In other words, the leader in each round
of communication will be at a random position on the chain
as shown in Figure 7(b). Note that CBCA is HCDG-based
method which intuitively has less data transmission overhead
compared to a RDG-based approach like PEGASIS, as dis-
cussed in the previous section.

III. METHODOLOGY

In this section, we propose the Compressibility-Based Clus-
tering Algorithm (CBCA) for HCDG. The CBCA is a greedy
clustering algorithm that aims to minimize the average com-
pression ratio of all clusters. First, we determine whether a
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set of nodes is compressible based on its compression ratio
and greedily select the sets that are ‘incompressible’ (defined
below). We then try to maximize the number of compressible
clusters based on the incompressible sets. After the clustering
stage, we determine transmission modes for each cluster
based on their compressibility levels. More specifically, if the
compression ratio of a cluster is lower than a threshold, CDG is
applied. Otherwise, RDG is applied. Since we first select
incompressible set of sensor nodes greedily, the remaining part
of the network is likely to contain mostly sparse data.

Definition 1 (Compression Ratio): The compression
ratio (CR) is also known as the measurement
rate [11], [16], [17]. The CR measures the efficiency of
compression and is defined as (i.e. a smaller CR has a better
compression ratio)

C R = compressed data si ze

raw data si ze

Definition 2 (Compressible Cluster): We define a compress-
ible cluster as:

suppose x (i) i s the reading set o f Cluster i

i f Cluster i i s compressible, then the C R of

x (i) i s lower than a threshold called ICT

To minimize the data transmission in each cluster, we select
a threshold (referred to ICT ) to determine the transmission
mode of a cluster. The ICT is generally a function of the
number of nodes and the number of hops from a cluster head
to a sink. In the later section, we will discuss how to find a
good ICT.

A. Architecture

The system architecture is depicted in Figure 8. The
clustering algorithm is performed at the sink node. In the
initialization phase, the sink first collect some raw data from all
sensor nodes through RDG to run CBCA, and then broadcast
the results back to every node. Based on received CBCA
results, every cluster runs either CDG or RDG for sensor data
gathering. Given that the condition of the environment might
be changing over time, the sink will run CBCA periodically
(say, every t minutes, depending on the dynamics of the envi-
ronment to monitor, as shown in Figure 8). Table 1 summarizes
the notations used in remaining sections of this paper. Table
1I summarizes the notations used in the Appendix.

In this work, we make the following assumptions. First,
the network contains n sensor nodes and the information of
ϕ and ψ are stored at the sink. Second, as shown in previous
studies, the sensor data can be reconstructed with high proba-
bility when M = 3K ∼ 4K [11]. In this work, we assume the
sensor data is K-sparse and let M = 4K for a better recovery
quality. Third, we assume that the network can be converted
into a logical chain as the shown in the prior work [1], [25],
and every node Si in the network satisfies the following
conditions: ∀i = 1 ∼ n, Si and Si+1 are neighbors, here
Sn+1 is the sink. In reality, many sensor network can satisfy
this condition, such as chain and mesh networks. Forth, data
transmission is one of the major sources of power consumption

Fig. 8. System architecture.

TABLE I

NOTATIONS USED IN THE REMAINING SECTION

TABLE II

NOTATIONS USED IN THE APPENDIX

in a wireless sensor. Finally, due to the space limitation, we
do not consider the issues of packet loss in our experiments
and leave it as our future work.
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Fig. 9. CBCA flowchart.

Fig. 10. Model the network as a chain.

Fig. 11. Phase I: Identify the most incompressible set of nodes (ICWs).

B. Compressibility-Based Clustering Algorithm (CBCA)

Prior to running CBCA, we first model the network as a
logical chain based on nodes’ Euclidean distance [1], [25]
and every node is given an unique ID accordingly, as shown
in Figure 10. This pre-processing is used to introduce spatial
data correlations since adjacent nodes in the chain tend to be
nodes which are geographically close to each other [1], [25].
As shown in Figure 9, there are two phases in CBCA:

• Identify the most incompressible set of nodes (referred to
“Incompressible Windows” as described shortly) based on
a sliding window approach.

• Cluster formation based on the results from the phase I.
The details of phase I are as follows:

- Use a window (with a size of Z) to slide through the chain
(starting from the first node of the chain, and advancing
the window by one node at a time). This will create
(n − Z + 1) possible windows.

- Calculate the CR of each of these (n − Z + 1) windows
- Mark those windows which have a CR > ICT
- Among those marked windows, select a set of

non-overlapping windows which have the highest average
CR, and labeled these selected windows as Incompress-
ible Window (ICW), as shown in Figure 11.

The process of phase II is similar to phase I. We again
use a window (also with a size of Z ) to slide through the
ICW-marked chain from phase I, as shown in Figure 12(a).
We refer this window as “Default Window (DW)” for the

Fig. 12. The relation between DW and ICW.

remaining of this paper. When sliding a DW over the
ICW-marked chain, three cases can happen:
Case 1: DW is completely disjoint with any ICW.
Case 2: DW is completely overlapped with a ICW.
Case 3: DW is partially overlapped with a ICW.

For case 1 and case 2, nodes in the DW will form a cluster,
as shown in Figure 12(a) and Figure 12(b). For case 3, let’s
first define DW1 = DW – (DW∩ICW) (e.g. nodes S5, S6, S7
in Figure 12(c)) and MC as the most recently formed cluster
(e.g. C1 in Figure 12(c)). Two conditions can be found in
case 3 based on the compression ratio of MC (i.e. CRMC) and
the compression ratio of DW1 (i.e. CRDW1).

- When CRMC > ICT: if CRDW1 < ICT, then nodes in
DW1 will form a cluster by themselves, and nodes in the
ICW that do not overlap with the DW also form a cluster,
as the C2 and C3 shown in Figure 13(a). Otherwise, nodes
in DW1 will merge with nodes in ICW to form a cluster,
as the C2 shown in Figure 13(c).

- When CRMC < ICT or when MC is an empty set
(i.e. no cluster has been formed yet): if CRDW1 < ICT,
then nodes in DW1 will merge with nodes in MC and
form a cluster, and nodes in the ICW that do not overlap
with the DW form a cluster, as the C1 and C2 shown in
Figure 13(b). Otherwise, nodes in DW1 will merge with
nodes in the overlapped ICW to form a cluster, as the
C2 shown in Figure 13(c).

A new DW will start right after the most recently formed
cluster on the chain and repeat the above process until the
end of the chain.

Finally, we determine the transmission mode of each cluster
by computing its CR. If the CR of a cluster is lower than the
ICT , CDG is used in the cluster for the data gathering task.
Otherwise, RDG is employed.

IV. EXPERIMENTS

In this section, we evaluate the performance of CBCA
through trace-driven simulations based on data obtained from
a real-world inundation monitoring sensor network.
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Fig. 13. Cluster formation for case 3.

Fig. 14. (a) Structure and (b) physical appearance of the sensor node.

A. A Sensor Network Testbed for Inundation Monitoring

We implemented CBCA on a real-world sensor network
containing seventeen nodes (deployed in a linear topology)
used to collect water-level information for inundation monitor-
ing. The water-level sensor is composed of a rotating rheostat
and buoy, as shown in Figure 14. When flooding occurs, the
buoy rotates the rheostat, and the rheostat transmits different
levels of voltage to the sensor platform. We use the Taroko
sensor platform, a modification of the TelosB mote [26] that

Fig. 15. Testbed topology.

was originally designed at UC Berkley. Taroko is a pro-
grammable, low-power wireless sensor platform. The Taroko
platform uses a TI MSP430-F1611 microcontroller unit with
16-bit RISC [27]. The MSP430 has 48K bytes of flash memory
and 10K bytes of RAM that support serial communications
(e.g., UART, I2C, SPI, and Digital I/O). The Taroko platform
is also equipped with a CC2420 RF transceiver [28], which
is a low cost device for wireless communications in 2.4GHz
based on IEEE 802.15.4 [29]. The maximum radio distance
spans roughly 100 m. It also supports the USB interface and
uses an FTDI chip [30]. The Taroko platform can also use
the USB interface to connect to a computer for recharging,
program uploading and data collection. The sensor network
testbed is located in a suburb area of Kaohsiung city in Taiwan,
as shown in Figure 15. The nodes are distributed along the road
covering a length around 600 meters at a distance of 30-50m
apart. Many of the nodes are in a clear line-of-sight of their
neighbors. The sink/gateway node (circled in red) is located in
a residential house. The roads where the testbed is deployed
are about 5- 7m wide and surrounded mostly by farms.

The sink node is shown in Figure 16. We use a single
board computer as the gateway to upload the sensor data to
the 3G network. We implement the gateway using the Phid-
getSBC3 platform [31], which is a Single Board Computer
with an integrated PhidgetInterfaceKit 8/8/8 [32]. In its most
basic form, it can be viewed of as a Phidget that can be
connected using a network cable rather than a USB. The
PhidgetSBC3 also includes six high-speed ports that allow one
to use a normal USB Phidgetsover as a network connection.
This can extend the effective range of a Phidget from a
USB’s maximum range of 15 feet to any network range. The
PhidgetSBC3 serves as a simple interface for setting up and
running custom applications on-board. This allows the Phid-
getSBC3 to operate autonomously without the ongoing use of
a graphical interface or remote connection. For more advanced
users, the PhidgetSBC serves as an embedded computer that
runs Debian GNU/Linux. Phidget offers full shell access via
a built-in SSH server with access to the full Debian package
repository and with all standard command line tools expected
of a modern Linux system. An integrated PhidgetInterfaceKit
8/8/8 [32] allows one to connect devices to any of the eight
analog inputs, eight digital inputs and eight digital outputs.
It serves as a generic, convenient tool for interfacing a PC and
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Fig. 16. (a) Structure and (b) physical appearance of the sink node.

PhidgetSBC with a wide variety of devices, and it operates in
exactly the same way as an external PhidgetInterfaceKit.

Through mathematical analysis and extensive trace-driven
simulations (the simulation experiments are described in
the next section and the analytical proofs are shown in the
Appendix), we found that CBCA performs best when the
selected window size Z =

⌊
4

ravg

⌋

(here ravg is the average

compression ratio of all clusters) and ICT is set to Z2+Zn+Z
2Z2+Zn

.

Based on the insight from our analytics analysis, Z and ICT
in CBCA were set to 10 and 0.76 respectively on our 17-node
testbed. OMP [34] was chosen as the data recovery algorithm
and a Gaussian matrix [12] was used for the compression
matrix ϕ. We set the sparse threshold to 2cm after consulting
with some hydraulic experts.

We use PRD to evaluate the performance of CBCA on the
testbed, and it is defined as:

P RD =
∥
∥x − x̂

∥
∥

2

‖x‖2

where x and x̂ are the original and reconstructed sig-
nals, respectively, and ‖.‖ denotes the Euclidean norm.
We observed that CBCA can generally achieve a good balance
between the compression ratio and the recovery accuracy.
Specifically, when parameters of CBCA are optimized as
above, we can obtain a compression ratio of 40% with a

Fig. 17. Effect of different ψ .

recovery accuracy of more than 95% (i.e. a PRD of less
than 5%) on our 17-node testbed.

B. Simulation Experiments

The performance of CBCA can be affected by many para-
meters, such as the topology, choices of different ψ , Z ,
ICT, ϕ, and recovery algorithms. In this section, we evaluate
the effects of these parameters on the performance of CBCA.
Given that our system only contains seventeen nodes while, in
reality, a flooded area can cover hundreds of square kilometers.
We thus evaluate the performance of CBCA through trace-
driven simulations (trying to maintain the property of that
closer nodes have more similar sensor readings) using sensor
data obtained from the network testbed. The simulations are
implemented in MATLAB and we use the amount of data
transmission (in bytes) as the performance metric. We assumed
that four bytes are used to store each sensor reading for the
water-level. For simplicity and space limitation of this paper,
we do not consider packet loss in our simulations and leave
that as our future work.

We consider three different topologies in our simulations:
chain, grid (a node has at most 4 neighbors) and random
networks (nodes are uniformly distributed). The number of
nodes in all our simulations is 1024.

1) Comparisons of Different ψ for Networks of Different
Sizes: In HCDG, the data gathering overhead highly depends
on the selection of sparse representation. Generally speaking,
if the sparisty of a cluster i can satisfy

∑
Ki ≈ K , HCDG

is more likely to exhibit good performance (in terms of
the amount of data transmission). In this work, we com-
pare three most commonly-used sparse representations in
the literatures, including Difference Transform(DIF), Dis-
crete Fourier Transform(DFT) and Discrete Wavelet Trans-
form (DWT) [14], [20], [33], [34]. In this simulation, the
selected window size Z is set to

⌊
4

ravg

⌋

and ICT is set to
Z2+Zn+Z
2Z2+Zn

to optimize CBCA, and a Gaussian matrix [12] is

used for the compression matrix ϕ. As shown in Figure 17,
for different network sizes, transmission overhead when using
DIF [33] as the sparse representation is lower than that of the
other two approaches.

The average compression ratio ravg obtained in our simula-
tion experiments is similar to that obtained from our 17-node
testbed. This is not surprising given that the simulations are
driven based on the sensor data collected from the testbed.
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Fig. 18. Raw and recovered data. The upper figure denotes raw data, and
the bottom figure denotes recovered data. Y-axis is the water level of flood
inundation.

Fig. 19. Effect of different Z values for CBCA.

Figure 18 shows a snapshot of original data and recon-
structed data.

2) Transmission Overhead for Different Z Values in CBCA:
The selected window size Z is also an important parameter
in the CBCA algorithm. Later in the Appendix, we will show
through a mathematical analysis that a HCDG network will
have the lowest data gathering overhead when Z is equal
to
⌊

4
ravg

⌋

. We verify this result in our simulation, as shown

in Figure 18. We set ICT to 0.3. DIF is used for the sparse
representation ψ and a Gaussian matrix [12] is used for the
compression matrix ϕ.

As suggested in Figure 19, the choice of Z could have differ-
ent effects for different topologies. For chain and grid topolo-
gies, the amount of data transmission generally increases as Z
increases when Z is greater than

⌊
4

ravg

⌋

. Such a correlation is
less obvious for random topology. In addition, Figure 19 shows
that a chain network generally requires more data transmission.
This is expected since less aggregation can be performed with
such a network topology.

3) Transmission Overhead for Different ICT Values in
CBCA: The incompressible threshold (ICT) is another impor-
tant parameter that affects the performance of CBCA. We also
show it mathematically in the Appendix that a HCDG network
will have the minimal data transmission for data gather-
ing when the ICT value is equal to Z2+Zn+Z

2Z2+Zn
, as shown

in Figure 20. Here Z is the selected window size in the CBCA
algorithm. In this experiment, Z is set to

⌊
4

ravg

⌋

. Again, DIF is
used for the sparse representation and a Gaussian matrix [12]
is used for the compression matrix ϕ.

Fig. 20. Data gathering overhead with CBCA for different ICT .

Fig. 21. Performance of CBCA and RC for networks of different sizes.

In addition, as observed from Figure 19, the amount of data
transmission for all three topologies show similar increasing
trends when the ICT value is greater than Z2+Zn+Z

2Z2+Zn
.

4) Compare CBCA and Random Clustering (RC) Methods
for Different Network Sizes: Next, we compare the perfor-
mance of CBCA against the RC method used by all the prior
work. In this simulation, DIF and a Gaussian matrix [12]
are used for the sparse representation ψ and the compression
matrix ϕ respectively. Z is set to

⌊
4

ravg

⌋

while ICT is set to
Z2+Zn+Z
2Z2+Zn

. As shown in Figure 21, the data gathering overhead

with CBCA is significantly lower than that of RC for all three
different topologies. In addition, we compare PEGSIS against
both CBCA and RC methods. The performance of PEGSIS is
close to CBCA in the chain topology when network sizes are
small; but worse than both CBCA and RC methods in grid
and random topologies, which is not surprising though since
PEGSIS is a RDG-based method which inherently has a higher
data transmission overhead (i.e. O(n2) ) than a CDG-based
method like CBCA or RC. On the other hand, since the level
of aggregation is low in a chain topology (i.e. each node only
has one child (or downstream) node, RDG and CDG could
have similar performance in such a case.

For the same reason stated above, the chain topology
always has the worse performance for all three protocols while
grid and random topologies exhibit similar results, as shown
in Figure 22.

V. CONCLUSION AND DISCUSSION

In this work, we propose a novel clustering algorithm for
hierarchical compressive data gathering (HCDG) called CBCA
and we identify the best parameters for CBCA via mathemati-
cal analysis and simulation experiments. We show that CBCA
enables less data transmission than the Random Clustering
method previously used for HCDG. In our experiments, CBCA
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Fig. 22. Performance of different topology.

achieves a PRD of less than 5% (with a compression ratio
of 40%) when the best parameter setting of CBCA is used.

In our current study, we assume that the physical network
can always be modeled as a logical chain [1], [25] (i.e. ∀i =
1 ∼ n, Si and Si+1 are neighbors). While this is applicable
to many sensor networks such as chain or mesh networks, it
might fail for some particular types of networks. One possible
direction to improve this limitation is to adopt a similar multi-
level data gathering approach as in [19] by first dividing the
network into multiple groups which are CBCA-compatible
(meaning each of these subgroups can be modeled as a logical
chain), and then the data can be aggregated to the sink through
the roots of these subgroups. In addition, we do not consider
packet loss and other networking issues (such as routing and
packet re-ordering) which will be addressed in our future work.

APPENDIX

In this appendix, we mathematically derive the optimal
values for two important parameters used in CBCA, includ-
ing “Window Size” (Z) and the “Incompressible Threshold”
(ICT ), and analytically compare the performance of CBCA
against that of Random Clustering (RC) method. The con-
cerned performance metric here is the number of total data
transmission from sensors to the sink.

A. Assumptions

In HCDG, data transmissions occur during intra-cluster data
gathering and forwarding from cluster heads to the sink. In this
analysis, we consider a chain topology which is generally
the worst case scenario in HCDG because it requires more
forwarding transmissions.

In order for HCDG to perform well, generally speaking,
the summation of sparsity for each cluster (

∑
Ki ) should be

greater than or equal to K . In addition, a small
∑

Ki value
is desirable. In other words, a good representation basis (ψ)
for HCDG should satisfy

∑
Ki − K ≈ 0. In the following

analysis, we adopt Di f f erent Matri x (DI F) [33] as our
basis of representation the following analysis, as it can meet
the above-mentioned condition (i.e.

∑
Ki − K≈ 0).

DIF =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−1 1 0
0 −1 1
0 0 −1

· · ·
0 0
0 0
0 0

...
. . .

...
0 0 0
0 0 0

· · · −1 1
0 −γ

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

B. “Window Size (Z)” Selection

For simplicity, we assume that the size of each cluster is
equal to Z and therefore Z = n

D . When n is known, we can
determine once D is known. Thus, our goal is to find a D value
that can minimize the number of data transmission T n HC DG .
Here, we first model the number of data transmission using
RDG and CDG respectively, as a function of number of
nodes (n) and size of compressed data (M). Therefore, the
number of transmission in RDG: T nR DG(n) = n2+n

2 and
the number of transmission in CDG: T nC DG(M, n) = Mn.
We next model the number of data transmission in HCDG
(T nHC DG) as a function of D. Specifically, the number of
data transmission in HCDG

(T nHC DG)

=
∑

f or all cluster

[(intra − cluster transmission)

+ ( f orwarding transmission f rom cluster head

to sink)]

=
D
∑

i=1

⎡

⎣Mi ni + Mi

⎛

⎝n −
i
∑

j=0

n j

⎞

⎠

⎤

⎦ ,n0= 0

=
D∑

i=1

⎛

⎝n −
i−1∑

j=0

n j

⎞

⎠ ∗ Mi , n0 = 0

For simplici ty, assuming n1 = n2 = . . . = nD = n

D
the number of data transmission in HCDG

(T nHC DG) =
D
∑

i=1

[

n − (i − 1)
n

D

]

∗ Mavg

=
D
∑

i=1

[
Dn − (i − 1) n

D

]

∗ Mavg

= n

(
Mavg

D

) D
∑

i=1

[D + 1 − i ]

= n

(
Mavg

D

)(
D (D + 1)

2

)

=
(

D + 1

2

)

∗ n ∗ Mavg

∵ ravg = Mavg

n/D

T nHC DG =
(

D + 1

2

)

∗ n ∗
( n

D
∗ ravg

)

=
(

1 + 1

D

)(
n2

2
∗ ravg

)

(1)

Furthermore, f or each Clusteri ,

Mi = 4Ki i f Ki ≥ 1

⇒ Mi ≥ 4

⇒ Mavg ≥ 4

⇒
( n

D
∗ ravg

)

≥ 4

⇒ 1 ≤ D ≤ n

4
ravg (2)
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Based on (1) and (2), we know that T nHC DG can be mini-
mized when D = n

4 ravg . Therefore, we select Z = n
D = n

4ravg
as the “Windows Size.”

C. “Incompressible Threshold (ICT)” Selection

To minimize the transmission of the cluster, we deter-
mine the transmission mode of the cluster based on its
compression ratio (CR) and ICT. Intuitively, the selec-
tion of ICT should enable that the number of transmis-
sions are the same using either RDG

(

denote T nRMode

)

or CDG
(

denote T nCMode

)

. In other words, our goal is to
f ind a compression ratio such that T nCMode = T n RMode .

Specifically,

T nCMode = (intra − cluster transmission)

+ ( f orwarding transmission)

= T nC DG (Mi , Z)+ (Mi ∗ f )

= (Mi ∗ Z)+ (Mi ∗ f )

= Mi (Z + f )

= ri (Z
2 + Z f )

T nRMode = (intra − cluster transmission)

+ ( f orwarding transmission)

= T nR DG (Z)+ (Z ∗ f )

= (1 + 2 + · · · + Z)+ (Z ∗ f )

= Z2 + Z

2
+ Z f

Here, the average number of hop is obtained by the equation
as shown at the top of next page.

As f = n
2 , in order to have

T nCMode = T nRMode

⇒ ri

(

Z2 + Zn

2

)

= Z2 + Zn + Z

2

⇒ ri = Z2 + Zn + Z

2Z2 + Zn
= ICT

D. Compare CBCA Against the RC Method

1) Assumption:

• For simplification, we assume that the size of each cluster
is Z .

• As noted above, when a good representation basis (ψ) is
selected, we can have

∑
Ki ≈ K , and in this analysis

we assume
∑

Ki = K .
• Finally, we assume the number of clusters D ≥ 2

2) Analysis: In probability theory, the binomial distribution
with parametersn and p is a discrete probability distribution
that models the number of successes in a sequence of n
independent yes/no experiments, each of which yields success
rates with a probability of p. In this analysis, we assume
that the size of cluster represents the number of experi-
ments and that the number of non-redundant readings in the
cluster denotes the number of successes. A non-redundant
reading denotes a zero element in a sparse representation,

and the number of non-redundant reading denotes the sparsity
level K .

assumingthedistributionofnon
− redundantreadingsisuniform
∵
∑

Ki = K
∴ the probability for a node to have

non-redundant reading = K

n�⇒ T he sparsi ty of an arbi trary cluster

Kc ∼ B

(

Z ,
K

n

)

∀i Pr is the probabili ty o f Modei = RDG

Pr = 1 − FKc

(
ICT

4
Z

)

,Here F is cumulative

distribution function

Let C : Kc ≥
⌊

ICT

4
Z

⌋

+ 1

to be T he ex pectation o f sparsi ty
f or a cluster in RDG Mode

μKc|C =
Z
∑

k=
⌊

I CT
4 Z

⌋

+1

k ∗ ℘Kc|C(k),

℘Kc|C(k) =
{ P(Kc = k)

Pr
, k ∈ C

0, k /∈ C

With the above information, now we can calculate the number
of transmissions using RC

T nRC = amount o f cluster
∗ [(intra − cluster transmission)
+ ( f orwarding transmisstion f rom cluster
head to sink)]

= D ∗ [T nC DG
(

4μKc , Z
)+ (

4μKc ∗ f
)]

= D ∗ [(4μKc ∗ Z
)+ (

4μKc ∗ f
)]

= D

[

4

(
K

n
Z

)

(Z + f )

]

The number of transmissions using CBCA

T nC BC A

= amount o f C DG Mode cluster

∗ [(in − cluster transmission)

+ ( f orwarding transmisstion f rom cluster head

to sink)] + amount o f RDG Mode cluster

∗ [(in − cluster transmission)+ ( f orwarding

transmisstion f rom cluster head to sink)]

= (D − R) ∗
[

T nC DG

(

4
K − R ∗ μKc|C

n
, Z

)

+
(

4
K − R ∗ μKc|C

n
∗ f

)]

+ R ∗ [T n R DG (Z)+ (Z ∗ f )]

= (D − R)

(

4
K − R ∗ μKc|C

n
Z

)

(Z + f )

+ R

[(
Z2 + Z

2

)

+ (Z f )

]

∵ μKc|C ≥ Z

4
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f =
∑

f or all cluster number of hops f rom cluster head to sink

number of clusters

= 0 + n
D + 2 n

D + . . .+ (D − 1) n
D

D

=
n
D (0 + 1 + . . .+ (D − 1))

D

=
n
D

(
D(D−1)

2

)

D

=
n (D − 1)/

2
D

≈ n

2

T nC BC A

= (D − R)

(

4 ∗ K − R ∗ μKc|C
n

∗ Z

)

(Z + f )

+ R

[(
Z2 + Z

2

)

+ (Z f )

]

≤ (D − R)

(

4 ∗ K − R ∗ Z
4

n
∗ Z

)

(Z + f )

+ R

[(
Z2 + Z

2

)

+ (Z f )

]

= D

[(
K − RZ

n
Z

)

(Z + f )

]

− R

[((
K − RZ

n
Z

)

(Z + f )

)

−
(

Z2 + Z

2
+ Z f

)]

= T n
′
C BC A

Here we want to prove that T nC BC A≤ T n
′
C BC A ≤ T nRC

which will be true if T
′
C BC A − TRC ≤ 0

⇒ D

[((
K − RZ

n
Z

)

(Z + f )

)

−
(

4

(
K

n
Z

)

(Z + f )

)]

− R

[((
K − RZ

n
Z

)

(Z + f )

)

−
(

Z2 + Z

2
+ Z f

)]

≤ 0

Let

A = D

[(

4

(
K

n
Z

)

(Z + f )

)

−
((

K − RZ

n
Z

)

(Z + f )

)]

B = R

[(
Z2+Z

2
+Z f

)

−
((

K − RZ

n
Z

)

(Z + f )

)]

T n
′
C BC A ≤ T nRC

�⇒ −A + B ≤ 0

Next, let’s try to prove that B ≤ A

∵
∑

Ki = K and n1 = n2 = . . . = nD = n

D

ravg = r1 + r2 + . . .+ rD

D
=

M1
n1

+ M2
n2

+ . . .+ MD
nD

D

=
4(K1+K2+...+K D)

n/D
D

= 4K

n
= r

�⇒ Z = 4

ravg
= 4

r
= n

K
= n

D
�⇒ D = K

So now we can replace Z wi th n
D and D wi th K and simplify

A and B as follows:

A = D

[(

4

(
K

n
Z

)

(Z + f )

)

−
((

K − RZ

n
Z

)

(Z + f )

)]

= D (Z + f )

[(

4

(
K

n
Z

))

−
((

K − RZ

n
Z

))]

= D (Z + f )

(

4 −
n
Z − RZ

n
Z

)

= D (Z + f )

(

4 − n − RZ2

n

)

= D (Z + f )

(

3 − RZ2

n

)

= D (Z + f )

(

3 − R
( n

D

)2

n

)

=
(

3D2 − Rn

D

)

(Z + f )

B = R

[(
Z2 + Z

2
+ Z f

)

−
((

K − RZ

n
Z

)

(Z + f )

)]

= R

[(
Z2 + Z

2
+ Z f

)

−
(( n

Z − RZ

n
Z

)

(Z + f )

)]

= R

[

Z

(
Z + 1

2
+ f

)

−
((

1 − R

n

( n

D

)2
)

(Z + f )

)]

≤ R

[

Z (Z + f )−
((

1 − R

n

( n

D

)2
)

(Z + f )

)]

= R (Z + f )

[

Z −
(

1 − Rn

D2

)]

= R (Z + f )

(

Z + 1 + RZ

D

)

= B1
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Here we want to show B≤ B1 ≤ A

�⇒ R (Z + f )

(

Z + 1 + RZ

D

)

≤
(

3D2 − Rn

D

)

(Z + f )

�⇒ R

(

Z + 1 + RZ

D

)

≤
(

3D2 − Rn

D

)

�⇒ RDZ − RD + RZ ≤ 3D2 − Rn

�⇒ Rn − RD + RZ ≤ 3D2 − Rn

�⇒ RZ − RD ≤ 3D2

�⇒ R

(
n − D2

D

)

≤ 3D2

∵ R ≤ K
Z/

4
= 4K

Z
= 4D

Z

∴ R

(
n − D2

D

)

≤ 4D

Z

(
n − D2

D

)

≤ 3D2

So now if we can show 4D
Z

(
n−D2

D

)

≤ 3D2 then we can prove
B ≤ A

4D

Z

(
n − D2

D

)

= 4
n/

D

(

n − D2
)

= 4D − 4D2

n

( n

Z

)

= 4D

(

1 − D

Z

)

case 1 : D ≥ Z �⇒ 4D

(

1 − D

Z

)

≤ 0 < 3D2

case 2 : D < Z �⇒ 4D

(

1 − D

Z

)

= α ∗ 4Dα ∈ [0, 1)

�⇒ 4αD < 4D ≤ 3D2i f D ≥ 2

�⇒ 4D

(

1 − D

Z

)

≤ 3D2
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